**Delivery Time and Sorting Time**

**Delivery\_time -> Predict delivery time using sorting time**

Do the necessary transformations for input variables for getting better R^2 value

**Inferences from the Data Set:**

Data Set talks about the Delivery Time with respect to Sorting Time with 21 Observations

**Columns:**

Delivery Time

Sorting Time

**Data Set Size:** 21

Data give is found to be a continuous data for which a simple linear regression can be performed getting deeper into the data analysis and its behavior

**Delivery Time :**

Ranges between 8 - 29

For this Delivery Time the mean is 16.79, it is just the average of the Delivery Time data

The median for the given data is 17.83, it speaks about the center of data

A comparison between mean and median tell us that data is skewed (median=17.83>mean=16.79), if data was not skewed, we would have considered mean but hear it is skewed so we take Median to talk about data.

The Data is Right Skewed, Skewness= 0.32

![C:\Users\RAVI\Desktop\dd](data:image/png;base64,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)

**Sorting Time :**

Ranges between 2 - 10

For this Sorting Time the mean is 6.19 , it is just the average of the Sorting Time data

The median for the given data is 6, it speaks about the center of data

A comparison between mean and median tell us that data is skewed (median=6<mean=6.19), if data was not skewed, we would have considered mean but hear it is skewed so we take Median to talk about data.

Skewness =0.04
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**Plot for Delivery Time vs Sorting Time**

![C:\Users\RAVI\Desktop\ds](data:image/png;base64,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)

The above scatter diagram infer that the Delivery Time and Sorting Time are moderately positive correlated.

**Correlation Coefficient:**

**> cor(`Sorting Time`,`Delivery Time`)**

**[1] 0.8259973**

Based on the correlation value obtained which is 0.82(approx.) also tells that it is Positive correlation

We use **lm() function from Base Package in R-Studio** to estimate the Years of experience using the other variable Salary whereas in **python LinearRegression() is used from the sklearn package**

> reg <- lm(`Delivery Time`~`Sorting Time`,data = DD\_ST)

> summary(reg)

Call:

lm(formula = `Delivery Time` ~ `Sorting Time`, data = DD\_ST)

Residuals:

Min 1Q Median 3Q Max

-5.1729 -2.0298 -0.0298 0.8741 6.6722

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 6.5827 1.7217 3.823 0.00115 \*\*

`Sorting Time` 1.6490 0.2582 6.387 3.98e-06 \*\*\*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 2.935 on 19 degrees of freedom

Multiple R-squared: 0.6823, Adjusted R-squared: 0.6655

F-statistic: 40.8 on 1 and 19 DF, p-value: 3.983e-06

**P-values:**

coefficient p-values are used to determine which terms to keep in the regression model

Look at the r-squared values are 0.68

Lets apply some transformation on the data to get a better transformation, there are different types of transformation techniques like log transformation, exponential transformation, Quadratic model..

Lets also look into the plots how they are behaving

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **output** | **input** | **cor** | **R^2** | **RMSE** | **Model** | **Plot** |
| DT | ST | 0.82 | 0.68 | 2.79 | SLR | C:\Users\RAVI\Desktop\d1 |
| DT | log(ST) | 0.83 | 0.69 | 2.73 | LT | C:\Users\RAVI\Desktop\d2 |
| log(DT) | ST | 0.84 | 0.71 | 2.94 | ET |  |
| DT | ST\*ST |  | 0.69 | 2.74 | QM-2D | C:\Users\RAVI\Desktop\d4 |
| DT | ST\*ST\*ST |  | 0.7 | 2.69 | QM-3D | C:\Users\RAVI\Desktop\d5 |
| log(DT) | log(ST) | 0.87 | 0.77 | 2.74 | LT |  |

DT= Delivery Time ST= Sorting Time ET= Exponential Transformation

QM2D=Quadratic model 2Degree QM3D=Quadratic model 3Degree

After transformation techniques obtained R-squared values are very less which is 0.77 so R^2 value should >0.8 we tell as this is not strong model

**Packages**

**R Studio**

* readr
* ggplot2
* moments

**Python**

* import pandas as pd
* import numpy as np
* import matplotlib.pyplot as plt
* from sklearn.linear\_model import LinearRegression
* import statsmodels.api as sm
* import statsmodels.formula.api as smf
* from sklearn import metrics

**CODES:**

**R code:**

**# Simple Linear Regression Assignment #**

**# 2) Delivery\_time -> Predict delivery time using sorting time**

**# Do the necessary transformations for input variables for getting better R^2 value for the model prepared.**

library(readr)

library(ggplot2)

library(moments)

DD\_ST <- read\_csv("C:/RAVI/Data science/Assignments/Module 6 Simple linear regression/DataSets/delivery\_time.csv")

View(DD\_ST)

attach(DD\_ST)

summary(DD\_ST)

range(DD\_ST$`Delivery Time`)

range(DD\_ST$`Sorting Time`)

skewness(`Delivery Time`)

skewness(`Sorting Time`)

**#Exploratory Data Analysis**

boxplot(DD\_ST$`Delivery Time`)

boxplot(DD\_ST$`Sorting Time`)

**#scatter plot for Caloriesconsumed vs Weightgained (Plot x,y)**

plot(`Sorting Time`,`Delivery Time`)

**#calculate correlation coefficient**

cor(`Sorting Time`,`Delivery Time`)

**#Simple Regression model**

reg <- lm(`Delivery Time`~`Sorting Time`,data = DD\_ST)

summary(reg)

**#values prediction**

**#Confidence interval Calculation**

confint(reg,level = 0.95)

pred <- predict(reg,interval = "predict")

**#predict function gives fit value and its lower and upeer values as a range**

pred <- as.data.frame(pred)

pred

**#####Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() + geom\_point(aes(x =`Sorting Time` , y =`Delivery Time` ),colour='red') +

geom\_line(aes(x = `Sorting Time`, y = predict(reg, newdata=DD\_ST)),colour='blue') +

ggtitle('Sorting Time vs Delivery Time') +xlab('Sorting Time') +ylab('Delivery Time')

cor(pred$fit,`Delivery Time`)

**#Calculate Residuals "Errors"**

reg$residuals

reg$residuals^2

mean(reg$residuals^2)

rmse <- sqrt(mean(reg$residuals^2))

rmse

**############ Applying transformations##############**

**############ lOGORITHMIC MODEL x = log(Sorting Time); y = Delivery Time ############**

plot(log(`Sorting Time`),`Delivery Time`)

cor(log(`Sorting Time`),`Delivery Time`)

log\_reg <- lm(`Delivery Time` ~ log(`Sorting Time`),data = DD\_ST)

summary(log\_reg)

**#values prediction**

**#Confidence interval Calculation**

confint(log\_reg,level = 0.95)

pred\_log <- predict(log\_reg,interval ="predict")

**#predict function gives fit value and its lower and upeer values as a range**

pred\_log <- as.data.frame(pred\_log)

pred\_log

rmse\_log <- sqrt(mean(log\_reg$residuals^2))

rmse\_log

**##########Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() + geom\_point(aes(x =`Sorting Time` , y =`Delivery Time` ), colour='red') +

geom\_line(aes(x =`Sorting Time`, y = predict(log\_reg, newdata=DD\_ST)), colour='blue') +

ggtitle('Sorting Time vs Delivery Time') +xlab('Sorting Time') + ylab('Delivery Time')

**############ EXPONENTIAL MODEL x = Sorting Time; y = log(Delivery Time) ############**

plot(`Sorting Time`,log(`Delivery Time`))

cor(`Sorting Time`,log(`Delivery Time`))

log\_reg2 <- lm(log(`Delivery Time`) ~ `Sorting Time`,data = DD\_ST)

summary(log\_reg2)

**#values prediction**

**#Confidence interval Calculation**

confint(log\_reg2,level = 0.95)

pred\_log2 <- predict(log\_reg2,interval ="predict")

**#predict function gives fit value and its lower and upeer values as a range**

pred\_log2 <- as.data.frame(pred\_log2)

log\_reg2$residuals #output is log(AT) so we are getting less values apply antilog

pred<- exp(pred\_log2) #anti-log=exponential

pred

cor(pred\_log2$fit,`Delivery Time`)

res\_log2=`Delivery Time`-pred$fit

rmse2 <- sqrt(mean(res\_log2^2))

rmse2

**##########Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() +geom\_point(aes(x =`Sorting Time` , y =`Delivery Time` ),colour='red') +

geom\_line(aes(x = `Sorting Time`, y = predict(log\_reg2, newdata=DD\_ST)),colour='blue') +

ggtitle('Sorting Time vs Delivery Time') + xlab('Sorting Time') +ylab('Delivery Time')

**############Polynomial model with 2 degree (quadratic model) ;x =Sorting Time^2 ; y = Delivery Time ############**

**#### input=x & X^2 (2-degree); output=y ####**

reg\_quad2<- lm(`Delivery Time` ~ `Sorting Time`+I(`Sorting Time`\*`Sorting Time`),data =DD\_ST)

summary(reg\_quad2)

**#prediction**

**#Confidence interval Calculation**

confint(reg\_quad2,level = 0.95)

pred\_quad2<-predict(reg\_quad2,interval = "predict")

pred\_quad2 <- as.data.frame(pred\_quad2)

pred\_quad2

resq=`Delivery Time`-pred\_quad2$fit

rmse\_quad<-sqrt(mean(resq^2))

rmse\_quad

**##########Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() + geom\_point(aes(x =`Sorting Time` , y =`Delivery Time` ),colour='red') +

geom\_line(aes(x = `Sorting Time`, y = predict(reg\_quad2, newdata=DD\_ST)),colour='blue') +

ggtitle('Sorting Time vs Delivery Time') + xlab('Sorting Time') +ylab('Delivery Time')

**############Polynomial model with 3 degree (quadratic model) ;x = Sorting Time^3; y = Delivery Time ############**

**#### input=x & X^2 & x^3 (3-degree); output=y ####**

reg\_quad3<- lm(`Delivery Time` ~ `Sorting Time`+I(`Sorting Time`\*`Sorting Time`)+I(`Sorting Time`\*`Sorting Time`\*`Sorting Time`),data =DD\_ST)

summary(reg\_quad3)

**#prediction**

**#Confidence interval Calculation**

confint(reg\_quad3,level = 0.95)

pred\_quad3<-predict(reg\_quad3,interval = "predict")

pred\_quad3 <- as.data.frame(pred\_quad3)

pred\_quad3

resq3=`Delivery Time`-pred\_quad3$fit

rmse\_quad3<-sqrt(mean(resq3^2))

rmse\_quad3

**##########Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() + geom\_point(aes(x =`Sorting Time` , y =`Delivery Time` ),colour='red') +

geom\_line(aes(x = `Sorting Time`, y = predict(reg\_quad3, newdata=DD\_ST)),colour='blue') +

ggtitle('Sorting Time vs Delivery Time') + xlab('Sorting Time') +ylab('Delivery Time')

**############ log transformation x = log(Sorting Time); y = log(Delivery Time) ############**

plot(log(`Sorting Time`),log(`Delivery Time`))

cor(log(`Sorting Time`),log(`Delivery Time`))

log\_log\_reg2 <- lm(log(`Delivery Time`) ~ log(`Sorting Time`),data = DD\_ST)

summary(log\_log\_reg2)

**#values prediction**

**#Confidence interval Calculation**

confint(log\_log\_reg2,level = 0.95)

pred\_log\_log2 <- predict(log\_log\_reg2,interval ="predict")

**#predict function gives fit value and its lower and upeer values as a range**

pred\_log\_log2 <- as.data.frame(pred\_log\_log2)

log\_log\_reg2$residuals #output is log(AT) so we are getting less values apply antilog

pred<- exp(pred\_log\_log2) #anti-log=exponential

pred

cor(pred\_log\_log2$fit,`Delivery Time`)

res\_log\_log2=`Delivery Time`-pred$fit

rmse\_log2 <- sqrt(mean(res\_log\_log2^2))

rmse\_log2

**##########Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() + geom\_point(aes(x =`Sorting Time` , y =`Delivery Time` ), colour='red') +

geom\_line(aes(x = `Sorting Time`, y = predict(log\_log\_reg2, newdata=DD\_ST)), colour='blue') +

ggtitle('Sorting Time vs Delivery Time') + xlab('Sorting Time') + ylab('Delivery Time')

**PYTHON:**

**# For reading data set**

**# importing necessary libraries**

import pandas as pd **# deals with data frame**

import numpy as np **# deals with numerical values**

DD\_ST = pd.read\_csv("C:/RAVI/Data science/Assignments/Module 6 Simple linear regression/DataSets/delivery\_time.csv")

DD\_ST.columns="DeliveryTime","SortingTime"

import matplotlib.pylab as plt **#for different types of plots**

plt.scatter(x=DD\_ST['SortingTime'], y=DD\_ST['DeliveryTime'],color='green'**)# Scatter plot**

np.corrcoef(DD\_ST.SortingTime,DD\_ST.DeliveryTime) **#correlation**

help(np.corrcoef)

import statsmodels.formula.api as smf

plt.hist(DD\_ST["DeliveryTime"])

model = smf.ols('DeliveryTime ~ SortingTime', data=DD\_ST).fit()

model.summary()

**#values prediction**

**#Confidence interval Calculation**

pred1 = model.predict(pd.DataFrame(DD\_ST['SortingTime']))

pred1

print (model.conf\_int(0.95)) # 95% confidence interval

res = DD\_ST.DeliveryTime - pred1

sqres = res\*res

mse = np.mean(sqres)

rmse = np.sqrt(mse)

**######### Model building on Transformed Data#############**

**# Log Transformation**

**# x = log(SortingTime); y = DeliveryTime**

plt.scatter(x=np.log(DD\_ST['SortingTime']),y=DD\_ST['DeliveryTime'],color='brown')

np.corrcoef(np.log(DD\_ST.SortingTime), DD\_ST.DeliveryTime) #correlation

model2 = smf.ols('DeliveryTime ~ np.log(SortingTime)',data=DD\_ST).fit()

model2.summary()

pred2 = model2.predict(pd.DataFrame(DD\_ST['SortingTime']))

pred2

print(model2.conf\_int(0.95)) # 95% confidence level

res2 = DD\_ST.DeliveryTime - pred2

sqres2 = res2\*res2

mse2 = np.mean(sqres2)

rmse2 = np.sqrt(mse2)

**# Exponential transformation**

plt.scatter(x=DD\_ST['SortingTime'], y=np.log(DD\_ST['DeliveryTime']),color='orange')

np.corrcoef(DD\_ST.SortingTime, np.log(DD\_ST.DeliveryTime)) **#correlation**

model3 = smf.ols('np.log(DeliveryTime) ~ SortingTime',data=DD\_ST).fit()

model3.summary()

pred\_log = model3.predict(pd.DataFrame(DD\_ST['SortingTime']))

pred\_log

pred3 = np.exp(pred\_log)

pred3

print(model3.conf\_int(0.95)) **# 95% confidence level**

res3 = DD\_ST.DeliveryTime - pred3

sqres3 = res3\*res3

mse3 = np.mean(sqres3)

rmse3 = np.sqrt(mse3)

**############Polynomial model with 2 degree (quadratic model) ;x = SortingTime\*SortingTime; y = DeliveryTime############**

**#### input=x & X^2 (2-degree); output=y ####**

model4 = smf.ols('DeliveryTime ~ SortingTime+I(SortingTime\*SortingTime)', data=DD\_ST).fit()

model4.summary()

pred\_p2 = model4.predict(pd.DataFrame(DD\_ST['SortingTime']))

pred\_p2

print(model3.conf\_int(0.95)) **# 95% confidence level**

res4 = DD\_ST.DeliveryTime - pred\_p2

sqres4 = res4\*res4

mse4 = np.mean(sqres4)

rmse4 = np.sqrt(mse4)

**###########Polynomial model with 3 degree (quadratic model) ;x = SortingTime\*SortingTime\*SortingTime; y = DeliveryTime############**

**#### input=x & X^2 (2-degree); output=y ####**

model5 = smf.ols('DeliveryTime ~ SortingTime+I(SortingTime\*SortingTime)+I(SortingTime\*SortingTime\*SortingTime)', data=DD\_ST).fit()

model5.summary()

pred\_p3 = model5.predict(pd.DataFrame(DD\_ST['SortingTime']))

pred\_p3

print(model5.conf\_int(0.95)) **# 95% confidence level**

res5 = DD\_ST.DeliveryTime - pred\_p3

sqres5 = res5\*res5

mse5 = np.mean(sqres5)

rmse5 = np.sqrt(mse5)

**# Log Transformation**

**# x = log(SortingTime); y = log(DeliveryTime)**

plt.scatter(x=np.log(DD\_ST['SortingTime']),y=np.log(DD\_ST['DeliveryTime']),color='brown')

np.corrcoef(np.log(DD\_ST.SortingTime), np.log(DD\_ST.DeliveryTime)) #correlation

model6 = smf.ols('np.log(DeliveryTime) ~ np.log(SortingTime)',data=DD\_ST).fit()

model6.summary()

pred\_log6 = model6.predict(pd.DataFrame(DD\_ST['SortingTime']))

pred\_log6

pred6 = np.exp(pred\_log6)

pred6

print(model6.conf\_int(0.95)) **# 95% confidence level**

res6 = DD\_ST.DeliveryTime - pred6

sqres6 = res6\*res6

mse6 = np.mean(sqres6)

rmse6 = np.sqrt(mse6)